




Fig. 2. Experimental results of (a) NARMA-10 prediction task, showing the photonic reservoir pre-
dicted output relayed onto the NARMA-10 time series of length 1000. The network was trained on
75% of the series, and tested on the remainder. and Binary earthquake classification problem: (b)
sample reservoir input and output for 3 time series, (c) classification confusion matrices for training
and testing.

time series, which results in an input sequence of time series as shown in Figure. (b). This input time-series
is then fed into the photonic reservoir and the nonlinearly transformed output is recorded. A ridge classifier
algorithm is then used to fit the reservoir output and the target classes to obtain the readout weights. Similarly,
we then generate an input time series of the testing dataset of size 139x100, pad them with zeroes, and record
the reservoir output. We then generate the reservoir predicted classes by applying the readout weights obtained
during training onto the optical output. Figure (b) shows the reservoir input and the reservoir output time series
sequence for a sample of 3. Figure (c) shows the confusion matrices of the classification problem during training
and testing stages. Both the matrices are diagonal, as desired. The classification accuracies during training
and testing were 78.9% and 69.1% respectively, which are only slightly below the best reported accuracy of
75.92% [6]. The network parameters were not optimized so a better performance may be achieved.

4. Conclusion

We report experimental results on a NARMA-10 time series prediction task, and a binary classification problem
on earthquake sensor data using an integrated nonlinear photonic device as the reservoir node. This serves as a
path towards employing nonlinear photonic neurons for high-speed, low-latency neural processing.

Acknowledgements

This research is supported by the Office of Naval Research (ONR) (N00014-18-1-2297). Device fabrication is
credited to Ligentec in Switzerland.

References

1. L. Appeltant, M. C. Soriano, G. Van der Sande, J. Danckaert, S. Massar, J. Dambre, B. Schrauwen, C. R.
Mirasso, and I. Fischer, “Information processing using a single dynamical node as complex system,” Nat.
communications 2, 1–6 (2011).

2. Y. Paquot, F. Duport, A. Smerieri, J. Dambre, B. Schrauwen, M. Haelterman, and S. Massar, “Optoelec-
tronic reservoir computing,” Sci. reports 2, 1–6 (2012).

3. K. Takano, C. Sugano, M. Inubushi, K. Yoshimura, S. Sunada, K. Kanno, and A. Uchida, “Compact reser-
voir computing with a photonic integrated circuit,” Opt. express 26, 29424–29439 (2018).

4. K. Harkhoe, G. Verschaffelt, A. Katumba, P. Bienstman, and G. Van der Sande, “Demonstrating delay-based
reservoir computing using a compact photonic integrated chip,” Opt. express 28, 3086–3096 (2020).

5. Q. Vinckier, F. Duport, A. Smerieri, K. Vandoorne, P. Bienstman, M. Haelterman, and S. Massar, “High-
performance photonic reservoir computer based on a coherently driven passive cavity,” Optica 2, 438–446
(2015).

6. H. A. Dau, A. Bagnall, K. Kamgar, C.-C. M. Yeh, Y. Zhu, S. Gharghabi, C. A. Ratanamahatana, and
E. Keogh, “The ucr time series archive,” IEEE/CAA J. Autom. Sinica 6, 1293–1305 (2019).


