
Highly Integrated Photonic Tensor Core for imagining 
processing 
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2C0@1#,@D Here we present a highly integrated architecture to perform Matrix-Vector Multiplication. 
By using the GEMM compiler, we can process images for 3-bits edge detection and 5-bits blur filter, 
with an error rate lower than  5.1%. © 2022 The Author(s)  
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The explosion of data processing has pushed the common computing architectures toward their limits in terms of 
speed and throughput [1]. In particular, Neural Network algorithms are not well suited for common CPUs, as they 
rely much on the Multiplication and Accumulation (MAC) operation, that CPUs are not designed to perform 
efficiently [2]. To overcome this limitation novel architectures and paradigms have been developed [3-4]. Among 
many, optical computing has shown important progress thanks to the almost unlimited bandwidth, the high energy 




