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Abstract: Reconfigurable photonic processors promise orders of magnitude improvements in both 
speed and energy efficiency over digital electronics for applications in neuromorphic computing 
and machine learning. We will provide an overview of neuromorphic photonic systems and their 
application to optimization and machine learning problems. 

 
Renewed interest in neuromorphic photonics has been heralded by advances in photonic integration technology [1-3], 
roadblocks in conventional computing performance [4,5], the return of neuromorphic electronics [6-9], and the 
inundation of machine learning (ML) with neural models [10]. Neural networks have held some role in ML (e.g. image 
and voice recognition, language translation, pattern detection, and others) since the 1950s [11, 12]. They fell out of 
favor in the 90’s because they are difficult to train. 

Over the past decade, neural network models have decisively retaken the helm of ML under the alias of “deep 
networks”. There are three main reasons: 1) major algorithmic innovations [13, 14], 2) the Internet: an inexhaustible 
source of millions of training examples, and 3) new hardware, specifically graphical processing units (GPUs) [15]. 
Central processing units (CPUs) are woefully inefficient at evaluating these models because they are centralized and 
instruction-based, whereas networks are distributed and capable of adaptation without a programmer. GPUs are more 
parallel, but, today, even they have been pushed to their limits [16]. 

Today’s demand for evaluating neural network models necessitates new hardware. High-tech juggernauts and 
research agencies have heavily invested in massively parallel application-specific integrated circuits (ASICs) for 



the most repeatable and robust platform for photonic circuits. Using silicon as a substrate also enables greater 
compatibility with digital electronic technology, allowing more compact solutions for neuromorphic hardware [51]. 
A great disadvantage of silicon photonics is the reliance on external lasers, typically built in III–V platforms, which 
require difficult and expensive co-packaging solutions. There are many applications driving the research community 
to find an industry-compatible solution for lasers-on-silicon, with good candidates such as III–V/Si hybrid 
fabrications, or quantum dot lasers grown directly on silicon. Industrial experts predict enabling innovations in the 
next five years that will allow neuromorphic photonic processors to be fabricated in a single die. 

This talk will provide an overview of neuromorphic photonic systems and their application to optimization and 


