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the level of sophistication required for large-scale integration. Furthermore, this proposed architecture allows the 
implementation of multi-layer networks to implement the deep learning framework. 

In this talk we will provide an overview of neuromorphic photonic systems and their application to machine 
learning and specifically deep learning inference with DEAP. We will discuss the physical advantages of photonic 
processing systems and describe the underlying device models that allow practical systems to be constructed. We will 
discuss scalability in the context of designing a full-scale neuromorphic photonic processing system, considering 
aspects such as signal integrity, noise, and hardware fabrication platforms. 
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