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Abstract—Neuromorphic photonics exploit optical device physics for neuron models, and optical interconnects for distributed, 

parallel, and analog processing for high-bandwidth, low-latency and low switching energy applications in artificial intelligence and 
neuromorphic computing. 

Neuromorphic (i.e., neuron-isomorphic) computing aims to bridge the gap between the energy efficiency of von Neumann 
computers and the human 
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electronics providing reconfigurability. However, neuromorphic photonic circuits are challenging to scale up because they do not 
benefit from digital information, memory units and a serial processor, and therefore requires a physical unit for each element in a 
neural network, increasing size, area and power consumption. Here, integration costs must also be considered since the advantages 
of using analog photonics (high parallelism and high bandwidth) must outweigh the costs of interfacing it with digital electronics 
(requiring both O/E and analog/digital conversion).  

 

 
Figure 2. Examples of recently demonstrated photonic neural network architectures. 

Neuromorphic photonics has reached an inflection point, benefiting from great opportunities as the world looks for alternative 
processor architectures. The physical limits of Dennard scaling is galvanizing the community to put forward candidates for next 
generation computing, from bio- to quantum computers. Photonics and in particular neuromorphic photonics are a formidable 
candidate for analog reconfigurable processing. We expect the development of this field to accelerate as neuroscience makes further 
leaps towards our understanding of the nature of cognition and artificial intelligence demands more computational resources for 
machine learning. As photonics technology matures and becomes more accessible to academic groups and small companies, we 
expect this acceleration to continue. We describe several real-world applications for control and deep learning inference [17]. Lastly, 
we will discuss scalability in the context of designing a full-scale neuromorphic photonic processing system, considering aspects 
such as signal integrity, noise, and hardware fabrication platforms [6], [18]. 
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