


with more bits available to the packet payload. The
strength of our approach is the exploitation of compo-
nents designed to operate at high bit rates in support
of transport network bit rates. The proposed BMRx
architecture could in principle be scaled up to 10 Gb/s
and even to 40 Gb/s. Such high-speed receivers with
rapid data recovery time are required for future opti-
cal switched networks.

We demonstrate experimentally for the first time, to
our knowledge, burst-mode reception in a 1300 km de-
ployed fiber link that spans from Montreal to Quebec
City and back, over a RISQ1 network. We investigate
the effects of channel impairments on the perfor-
mance of BMRx in terms of the packet-loss ratio (PLR)
and bit error rate (BER) and quantify it as a function
of the phase step between consecutive packets, re-
ceived signal power, and CID immunity. We also as-
sess the trade-offs in preamble length, power penalty,
and pattern correlator error resistance. These results
will help refine theoretical models of receivers em-
ployed in the OPSN and provide input for establishing
realistic power budgets.

The rest of the paper is organized as follows: In Sec-
tion II, we present the experimental setup, describe
the design and implementation of the BMRx, and ex-
plain in detail the deployed 1300 km fiber link. Sec-
tion III is devoted to the presentation and analysis of



to achieve error-free operation, that is, PLR �10−6

and BER �10−10, for any phase step, ����= ��1−�2�
�2� rad, between any two consecutive packets in the
link. Note that this method of measuring the phase
acquisition time is more accurate than the qualitative
method of monitoring the CDR’s voltage-controlled os-
cillator (VCO) control voltage [6]. In the latter case,
the phase acquisition time is determined by measur-
ing the settling time of the VCO’s control voltage en-
velope to within a certain percentage of the steady-
state value. The drawback of this method is that it
overestimates the lock acquisition time as it is not
necessary for the clock to be perfectly aligned with the
data before the payload becomes valid.

A silence period TS (guard time), consisting of a
phase step ���� (with a 1 ps resolution), and an all-
zero sequence of m consecutive identical digits (CIDs)
can be inserted between the packets. The silence pe-
riod can be expressed as

Ts = �m +
��

2�
�T, �1�

where T is the bit period. The phase steps between the
consecutive packets can be set anywhere between
±1 ns on a 1 ps resolution, corresponding to a ±1.25
unit interval (UI) at 1.25 Gb/s. Note that 1 UI corre-
sponds to a 1 bit period. Eye diagrams of the bursty
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that reduces the frequency of the recovered clock and
data to a frequency that can be processed by the digi-
tal logic. The lower rate parallel data is then sent to
the FPGA for further processing. Thereafter, a 1:8
DDR DES, a framer, a comma detector, the CPA (in-
cluding byte synchronizers and a phase picker), and a
digital clock manager (DCM) are implemented on the
FPGA. Note that our CPA is designed to support data
rates up to 5 Gb/s with 10 Gb/s sampling rates. How-
ever, due to unavailability of commercial multirate
CDRs at 5 Gb/s, at the time of writing this paper, the
BMRx was instead tested at 1.25 Gb/s with 2.5 Gb/s
sampling rates.

On the board it is first necessary to further parallel-
ize the data and clock to a lower frequency that will
ensure proper synchronization and better stability of
the DCM before these signals can be sent to the CPA
for automatic phase acquisition. Thus, an integrated
DDR 1:8 DES is implemented on the FPGA. Auto-
matic detection of the payload is implemented on the
FPGA through a framer and a comma detector, which
are responsible for detecting the beginning (delimiter
bits) and the end (comma bits) of the packet, respec-
tively. The CPA makes use of a phase picking algo-
rithm and the 2� oversampling CDR. The CPA is
turned ON for the PLR measurements with phase ac-
quisition for burst-mode reception when ���0 rad;
otherwise it can be bypassed for continuous-mode re-
ception when ��=0 rad.

The idea behind the CPA is based on a simple, fast,
and effective algorithm. The odd and the even samples
resulting from sampling the data twice on the alter-
nate (odd and even) clock rising edges are forwarded
to path O and to path E, respectively. The byte syn-
chronizer is responsible for detecting the delimiter. It
makes use of a payload detection algorithm to look for
a preprogrammed delimiter pattern. The concept be-
hind the phase picking algorithm is to replicate the
byte synchronizer twice in an attempt to detect the de-

Fig. 4. (Color online) Block diagram of the burst-mode receiver (CD
CPA, clock phase aligner; DCM, digital clock manager; Sync, synch
imiter on either the odd and/or even samples of the
ata, respectively. That is, regardless of any phase
tep, �����2� rad, between two consecutive packets,
here will be at least one clock (odd or even) edge that
ill yield an accurate sample. The phase picker then
ses feedback from the byte synchronizers to select
he right path from the two possibilities. The re-
ligned data is then sent to a BER/PLR tester.

III. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 5(a) shows the PLR performance of the
300 km fiber link as a function of phase difference ��
etween consecutive packets for different preamble
engths with only the CDR (CPA turned OFF). The re-
eived signal power is kept at −18 dBm. We consider
hat all packets are correctly received when PLR
10−6, corresponding to a BER �10−10. We have re-

tricted the horizontal axis to values of 0���
800 ps, corresponding to 0����2� rad at

.25 Gb/s. Also, note that the results are symmetrical
bout 0 rad from −2�����0 rad. We observe a bell-
haped curve centered at 400 ps because this repre-
ents the half bit period corresponding to the worst-
ase phase step at ��=� rad, and therefore, the CDR
s sampling exactly at the edge of the data eye, result-
ng in a PLR �1. At relatively small phase shifts (near

or 2� rad), we can easily achieve zero PLR because
he CDR is almost sampling at the middle of each bit.
reamble bits (“1010 ¯” pattern) can be inserted at

he beginning of the packets to help the CDR settle
own and acquire lock. As the preamble length is in-
reased, there is an improvement in the PLR. At least
9 preamble bits are required for error-free operation
or any phase step. However, the use of the preamble
educes the effective throughput and increases delay.
y switching ON the burst-mode functionality of the

eceiver with the CPA as shown in Fig. 5(b), we ob-
erve error-free operation for any phase step with no

clock and data recovery; DES, deserializer; DDR, double-data rate;
izer).
R,
ron



s
p
b
t
b
B
s
s
2
p
p
s
c
s
=
t
t
t
C
e
t
n

F
f
p

Shastri et al.
preamble bits, allowing for instantaneous phase ac-
quisition. It should be noted that, whereas ��=� rad
represents the worst-case phase step for the CDR
sampling at the bit rate, the ��=� /2 rad phase step
is the worst-case scenario for the BMRx as it is based
on an oversampling CDR at 2� the bit rate.

We note that a sensitivity penalty results from the
quick extraction of the decision threshold and clock
phase from a short preamble at the start of each
packet [9]. However, by reducing the phase acquisi-
tion time as demonstrated in this work, the burst-
mode sensitivity penalty can be reduced. Alterna-
tively, with the reduced number of preamble bits,
more bits can be left for the payload, thereby increas-
ing the information rate. To further illustrate this,
consider the experimental results in Fig. 6, which
shows the BER and PLR performance of the receiver
as a function of the received signal power for different
phase steps and preamble lengths. Note that the ab-

Fig. 5. (Color online) PLR versus phase difference between con-
secutive packets. (a) CDR performance with different preamble
lengths. (b) BMRx performance with no preamble bits.
 cissa is the received signal power, that is, the optical

ower contributed at the photodiode. To determine the
urst-mode penalty of the receiver, the performance of
he CDR sampling continuous data ���=0 rad� at the
it rate is compared with the performance of the
MRx sampling bursty data with a worst-case phase
tep ���=� /2 rad� as shown in Fig. 6(a). Both mea-
urements are made for a 0 bit preamble. Due to the
� oversampling (faster electronics) and the phase
icking algorithm, we observe a 2 dB and a 0.5 dB
ower penalty for the BER and PLR performance, re-
pectively. It can also be observed that for the worst-
ase phase step in the link, the BMRx accomplishes
ensitivities of −23 and −19.5 dBm, to achieve BER
10−10 and PLR=10−6, respectively. Note that when

he BMRx samples continuous data, we actually no-
ice a 1 dB improvement in the PLR performance over
he CDR due to the CPA as depicted in Fig. 6(b). The
DR will not be able to recover any packets if there
xists a worst-case phase step ���=� rad� between
he consecutive packets, regardless of the received sig-
al power, resulting in a PLR �1. However, if a 48 bit

ig. 6. (Color online) BER and PLR versus received signal power
or different preamble lengths and phase steps between consecutive
ackets.



preamble is complied with, the PLR performance of
the CDR is then comparable with the PLR perfor-
mance obtained by the CDR with zero preamble bits
and no phase steps. Hence, for the worst-case phase
steps in the link, there is a trade-off between the sen-
sitivity penalty obtained by employing the BMRx over
the CDR and the number of preamble bits required
without the BMRx. Since random silence periods in a
live link are inevitable, the power penalty may be a
small price to achieve error-free operation.

We measure the CID immunity of the receiver by
zeroing bits at the end of packet 1 until error-free op-
eration can no longer be maintained on packet 2. The
immunity of the BMRx and the CDR to CIDs is de-
picted in Fig. 7. The received signal power is kept at



fore, while the payload bits can be encoded, it is usu-
ally not possible to encode the delimiter bits. Hence,
while there is an improvement in the BER perfor-
mance at a given SNR, the same cannot be implied
about the PLR performance, which is dependent on
the delimiter being correctly identified. Consequently,
the BER may not be a true reflection of the system
performance, but that of the properly received bursts
only, as many other bursts may be lost without being
included in the BER measurement.

The PLR performance can be improved by increas-
ing the error resistance of the pattern correlator with
a more sophisticated design of the pattern correlator.
Thus, the complexity of the pattern correlator de-
pends on an acceptable error resistance of the delim-
iter. Consider Fig. 8(b) where we plot Eq. (5), that is,
the PLR performance Pl

z, as a function of the BER Pe,
for different error-resistance values z, of the delimiter.
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