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Fig. 1. Generic PON for FTTx showing our work on BM-CDR in context (APD: avalanche photodiode; BM-LA: burst-mode limiting amplifier; BMRx:
burst-mode receiver; CDR: clock and data recovery; CPA: clock phase aligner; LT: line terminator; OLT: optical line terminal; ONU: optical network unit; TDM:
time-division multiplexing; TIA: transimpedance amplifier; and TDMA: time-division multiple access).
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Fig. 2. Block diagram of a conventional CDR. (CDR: clock and data recovery;
FF: flip-flop; LPF: low-pass filter; and VCO: voltage-controlled oscillator).

introduces sensitivity penalty. A sensitivity penalty that uses
Gaussian noise statistics for BMRx using p-i-n photodiodes
was first addressed in [10]. A more accurate model is provided
in [11], while a unified theory that includes the interaction of
Gaussian noise with the finite charging/discharging time of the
adaptive threshold detection circuitry is derived in [9]. The in-
fluence of random dc offsets on the sensitivity of BMRx is
analyzed in [12]. For BMRx employing avalanche photodiodes
(APDs), where Gaussian approximation becomes unreliable, a
sensitivity penalty analysis is detailed in [13]. Although there
has been an appreciable amount of research on the theory of
BMRx front-end circuits in literature, virtually no attention has
been paid to the probabilistic theory of BM-CDRs.

B. Burst-Mode Clock and Data Recovery

1) Problem of Clock Recovery: PON systems employ a sim-
ple binary amplitude modulation data format—nonreturn to zero
(NRZ)—for ease of detection. Random NRZ data have charac-
teristic properties that directly influence the design of clock
recovery circuits. The power spectral density (PSD), SNRZ(f),
of an NRZ data sequence with normalized average power of
unity is expressed as

SNRZ(f) =
Tb

2

[
sin(πfTb)

πfTb

]2

(1)

where f is the frequency parameter and Tb is the bit pe-
riod. The spectrum of the NRZ data exhibits no spectral com-
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Fig. 4. Response of the conventional CDR to bursty traffic (consecutive packets with a phase step). Three different phase steps are considered: ∆ϕ =
0, π/2, and π rad.

is a unit step function. Fig. 4 shows the response of the CDR
to bursty traffic. The input phase step will result in the instan-
taneous clock tinst , in-phase with the last bit of the kth packet,
to be out of phase by |∆ϕ| ≤ 2π rad with the first bit of the
(k + 1)th packet. This asynchronous and inevitable presence of
phase steps between the received consecutive packets can cause
conventional CDRs to lose pattern synchronization. Preamble
bits l can be inserted at the beginning of each packet to allow the
CDR feedback loop function,1 η(l) = φosc/φin , enough time to
settle down, and thus acquire lock, i.e., align the instantaneous
clock tinst , to the lock state tlock , so as to sample in the middle
of the data bit

lim
η (l)→1

tinst = tlock . (7)

However, the use of a preamble introduces overhead, thus re-
ducing the effective throughput and increasing delay. The most
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Fig. 5. Block diagram of the BM-CDR architecture based on a two-times semiblind oversampling CDR and CPA (CDR: clock and data recovery; CPA: clock
phase aligner; DES: deserializer; FF: flip-flop; LPF: low-pass filter; Sync: synchronizer; and VCO: voltage-controlled oscillator).

Fig. 6. Response of the two-times oversampling CDR to bursty traffic (consecutive packets with a phase step) with the depiction of the odd and even samples
resulting from to dd and teven sampling instants. Three different phase steps are considered: ∆ϕ = 0, π/2, and π rad.

approach is based on oversampling without or with phase track-
ing, i.e., blind- or semiblind oversampling, respectively. One
can either oversample in time using a clock frequency higher
than the bit rate, or oversample in space using a multiphase
clock with a frequency equal to the bit rate. Oversampling in
time requires faster electronics, whereas oversampling in space
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Fig. 8. Probability of the clock sampling point determined by the CDR t̃o to
be within the data bit after an l-bit preamble.

where Q(·), called the “Q function,” is the normalized Gaussian-
tail probability defined as

Q(x)
�
=

1√
2π

∫ ∞

x

exp
(

−λ2

2

)
dλ. (17)

Note that (16) has been made independent of the data rate.
Thus, the rms jitter σts

is expressed in terms of the unit in-
terval (UI); 1 UI corresponds to a 1-bit period Tb . In Fig. 8,
we plot (16) as a function of the rms jitter σts

for differ-
ent preamble lengths. It can be observed that the probabil-
ity Pr

(∣∣t̃o
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can then be expressed as

Pr

(∣∣t̃s

∣∣ ≥ Tb

2

)
=

1
2

{
Q

(
Tb

2 − t̃o − t|∆ϕ |
σts

)

+ Q

(
Tb

2 − t̃o + t|∆ϕ |
σts

)}
. (25)

Before we proceed, we make two assumptions: 1) the clock
sampling point determined by the CDR is ideally located at the
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C. PLR Probability Model

We now theoretically relate the PLR performance of the re-
ceiver to the BER performance. The BER will affect the bits
in the packet delimiter. If the delimiter is not being correctly
detected, the packet is declared lost, hence contributing to the
packet loss count. The error resistance of the delimiter depends
not only on its length, but also on the exact implementation
of the pattern correlator. Let P z

l represent the PLR obtained at
a given BER of Pe with a pattern correlator having an error
resistance of z bits in a d-bit delimiter. The PLR can then be
estimated as

PLR ≡ Plz
≤

d∑
j=z+1

Pr (j) ∼ Pr (z + 1) , for Pe 
 1

(39)
where Pr(x) gives the probability of finding x errors out of a
d-bit delimiter, given that the probability of finding a bit error
is Pe
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Fig. 15. Block diagram of the BM-CDR (BBERT: burst bit error rate tester; CDR: clock and data recovery; CPA: clock phase aligner; CRU: clock recovery unit;
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1 differential clock signal), each at 625 Mb/s each. These signals
are then brought on to the FPGA board through LVDS logic. The
maximum data rate supported by the LVDS buffers of the FPGA
is 840 Mb/s, well above (by 215 Mb/s) the deserialized signal
data rate. However, the 625-MHz clock signal is 1.25× faster
than the maximum operating frequency of the DCM, which is
500 MHz. Thus, a clock divider is used to reduce the frequency
of the received clock to 312.5 MHz. This clock signal is then
fed to the DCM block for further clock distribution throughout
the system.

The second deserialization stage is based on the DDR signal-
ing, and it is accomplished by a 1 : 8 deserializer designed and
implemented on the FPGA. It uses the 312.5-MHz DCM output
clock signal to sample the 625 Mb/s incoming data at both the
rising and the falling clock edges—DDR signaling. In this way,
each data signal is separated into two data lines by a half-rate
clock signal. The same clock is then used to demultiplex these
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Fig. 17. BM experimental setup to test and characterize the BM-CDR in a 20-km PON uplink. Details of the test signal and BM-CDR are depicted in Figs. 15
and 18, respectively (BM-CDR: burst-mode clock and data recovery; LPF: low-pass filter; MZM: Mach–Zehnder modulator; OLT: optical line terminal; ONUs:
optical network units; OSC: oscilloscope; PC: polarizer controller; SMF: single-mode fiber; VOA: variable optical attenuator).

TABLE II
UPSTREAM
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Fig. 18. Typical BM uplink test signal and specification at 5 Gb/s (CIDs: consecutive identical digits; CPA: clock phase alignment; PRBS: pseudorandom binary
sequence; TDF: threshold determination field).

packet 1 is made to serve as a dummy packet, while BER and
PLR measurements are made on packet 2 only.

3) Frequency Acquisition Range: The frequency lock range
of the DUT is measured by tuning the frequency of the VCO
away from the desired bit rate until error-free operation can
no longer be maintained. The effect of phase steps can also be
examined; however, the preamble length and CID length are
both set to zero for this measurement.

4) Sensitivity Measurements: Sensitivity measurements of
the DUT are made possible by adjusting the power level of
the received packets until error-free operation can no longer be
maintained. The CID length is set to zero for this measurement;
however, the preamble length and phase step can both be varied
to measure the BM sensitivity penalty.

5) Dynamic Range: Finally, to measure the dynamic range
of the DUT, we fix the amplitude A1 of packet 1, and increase
or decrease the amplitude A2 of packet 2, until the DUT can
no longer maintain error-free operation on packet 2. The phase
step, preamble length, and CID length are all set to zero for this
measurement.

VIII. EXPERIMENTAL RESULTS AND DISCUSSION

This section is devoted to the presentation and analysis of
the experimental results obtained by testing our BM-CDR in
the 20-km PON uplink test bed. We investigate the effect of
phase step between consecutive packets, received signal power,
frequency offset between the sampling clock and the desired
bit rate, and length of CIDs, on the BER and PLR performance
of the BM-CDR. We characterize the BM-CDR in terms of
the phase acquisition time, burst-mode sensitivity penalty, fre-
quency lock range, CID immunity, and dynamic range. Where
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Fig. 21. BER and PLR performance of the CDR and the BM-CDR versus
useful power in a B2B and PON architecture for different phase steps with no
preamble bits.

preamble bits and no phase steps. Hence, for the worst-case
phase steps in the uplink, there is a tradeoff between the sen-
sitivity penalty obtained by employing the BM-CDR over the
CDR and the number of preamble bits required without the
BM-CDR. Since random silence periods in the PON uplink are
inevitable, the power penalty may be a small price to achieve
error-free operation.

It should also be noted that the sensitivity penalty, 0.4 dB
and 0.14 dB in the BER and PLR performance, respectively,
between the B2B and the PON architecture is minimal. This
implies that the uplink does not need to be compensated by
introducing dispersion compensation fiber (DCF), semiconduc-
tor optical amplifiers (SOA), or erbium-doped fiber amplifiers
(EDFAs), as is generally necessary in a wavelength-division
multiplexing (WDM) PON or optical code-division multiple
access (OCDMA) PON [35].

Fig. 22. Comparison of the theoretical and experimental PLR performances
of the BM-CDR versus useful power.

We theoretically predict the PLR performance of the BM-
CDR in the PON architecture as a function of the received
signal power, with a pattern correlator having an error resistance
of z = 0 bit, and compare it to the experimental result shown
in Fig. 22. The theoretical and experimental results are in close
agreement. By increasing the pattern correlator error resistance
to z = 1 bit, an improvement of ∼1.5 dB in the sensitivity can
be expected.

C. PON Efficiency

Dynamic bandwidth allocation (DBA) is generally employed
in high-speed communication services, such as a PON system,
to effectively assign the shared resource on demand to each
ONU according to their respective requests [36]. Several DBA
algorithms for PONs have been proposed in the literature [37],
[38], in which the upstream traffic is allocated according to the
ONUs’ request in every time cycle. In a PON link, the physical
efficiency of the upstream traffic Eus is defined as [39]

Eus = 1 − nONU toh

TDBA
(43)

where nONU is the number of ONUs in the PON, toh is the
physical overhead time, and TDBA is the cycle for bandwidth
allocation. TDBA can be expressed as

TDBA = RTT + tdelay (44)

where RTT is the round-trip time between the OLT and the ONU,
and tdelay is the time required for bandwidth allocations other
than the RTT. In a 20-km link, the round-trip time RTT ∼ 200 µ
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Fig. 23. Physical efficiency of the upstream PON traffic as a function of the
preamble time and guard time.

times, and tpre is the preamble time required for the BMRx
to settle down and completely synchronize for each burst in-
put in terms of the amplitude and the phase. In the GEPON
standard [6], the overhead time toh = 1856 ns, the guard time
tgt = 1024 ns, when the overlap between the laser ON and OFF
times is not considered, and the preamble time tpre = 832 ns,
of which 400 ns is for the amplitude recovery and 432 ns is for
the phase acquisition. Hence, assuming 32 ONUs, an upstream
efficiency Eus ∼ 70% is obtained for the GEPON standard with
a bandwidth allocation cycle TDBA = 200 µs.

In Fig. 23, we plot contours of the PON upstream efficiency
that result as a function of the required preamble time and guard
time. Since our BM-CDR provides instantaneous (0 preamble
bit) phase acquisition, a high upstream efficiency Eus ∼ 99%
is expected for 32 ONUs and 200-µs TDBA . Compared to the
GEPON standard, this is a 24% improvement even though the
bit rate is four times higher. The BM amplitude recovery circuit
presented in [39] achieves an efficiency of 97%. In this context,
our studies can seamlessly integrate, albeit with a 2% tradeoff
in the upstream efficiency. In addition, note that the guard time
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theory, we also performed a comprehensive theoretical anal-
ysis to assess the tradeoffs between these parameters. Where
appropriate, comparisons have been made with experimental
results, thereby validating the theoretical model.

In summary, the jitter tolerance on the sampling clock of the
CDR and the BM-CDR with no preamble bits at the worst-
case phase step is predicted to be 0 and 0.02 UI, respectively.
This implies that it is not feasible for the CDR to obtain in-
stantaneous phase acquisition since a jitter-free sampling clock
is practically impossible. By increasing the preamble length,
the jitter tolerance for a given phase step increases. In the case
of the CDR, at least 50 preamble bits are required to achieve
error-free operation for any phase step; however, this comes at
the cost of reduced effective throughput and increased delay.
Due the superior jitter tolerance of the BM-CDR, instantaneous
phase acquisition for any phase step is possible. The PLR per-
formance can be improved by increasing the error resistance of
the pattern correlator with a more sophisticated design. With a
simple pattern correlator having no error resistance, the model
predicts a PLR < 10−9 at BER = 10−10 . By increasing the er-
ror resistance to 1 bit, we observe an improvement of 1.5 dB at
PLR = 10−6 and eight orders of magnitude at a given BER in
the receiver sensitivity and PLR performance, respectively.

We experimentally investigated the effect of phase step, re-
ceived signal power, frequency offset, and length of CIDs, on the
BER and PLR performance of the BM-CDR in a 20-km PON
uplink. Our BM test solution, aided by the new measurement
methodology based on both BER and PLR, can measure the am-
plitude, frequency, and phase acquisition times of devices like
SONET CDRs, BMRx amplitude recovery circuits, BM-CDRs,
and frequency synthesizers. We characterized the BM-CDR in
terms of the phase acquisition time, BM sensitivity penalty, fre-
quency lock range, CID immunity, and dynamic range. Table III
summarizes the performance of the BM-CDR, and compares it
to other techniques reported in the literature and the PON stan-
dards. In a nutshell, the BM-CDR achieves a BER < 10−10 and
PLR < 10−6 while featuring: 1) instantaneous (0 preamble bit)
phase acquisition for any phase step |∆ϕ| ≤ 2π rad; 2) BER
and PLR sensitivities of −24.2 and −25.4 dBm, respectively;
3) negligible BM (phase acquisition) sensitivity penalty of
0.8 dB; 4) frequency acquisition range of 242 MHz; 5) CID
immunity of 3100 bits; and 6) dynamic range of 3 dB. This
analysis coupled with the experimental results will refine the-
oretical models of BMRx and PONs, and provide input for
establishing realistic power budgets. Instantaneous phase ac-
quisition can increase the effective throughput of the sys-
tem by increasing the information rate, and also dramatically
improve the physical efficiency of the upstream PON traf-
fic to 99% for 32 ONUs. The price to pay to obtain in-
stantaneous phase acquisition is faster electronics. On the
other hand, our solution leverages the design of components
for long-haul transport networks using low-complexity, com-
mercial electronics, thus providing a cost-effective solution
for PON BM-CDRs. These components are typically a gen-
eration ahead of the components for multiaccess networks.
Thus, our solution will scale with the scaling for long-haul
networks.
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