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Abstract—The explosion of artificial intelligence and machine-
learning algorithms, connected to the exponential growth of the
exchanged data, is driving a search for novel application-specific
hardware accelerators. Among the many, the photonics field ap-
pears to be in the perfect spotlight for this global data explosion,
thanks to its almost infinite bandwidth capacity associated with
limited energy consumption. In this review, we will overview the
major advantages that photonics has over electronics for hardware
accelerators, followed by a comparison between the major architec-
tures implemented on Photonics Integrated Circuits (PIC) for both
the linear and nonlinear parts of Neural Networks. By the end,
we will highlight the main driving forces for the next generation
of photonic accelerators, as well as the main limits that must be
overcome.

Index Terms—Matrix-vector multiplication, photonics, PICs,
silicon photonics, tensor core.

|. INTRODUCTION

HE latest decade has seen the exponential growth of Ma-
T chine Learning (ML) as one of the main branches of the
Artificial Intelligence field [1], [2]. At the core of this branch,
there is the assumption that a machine can learn to perform
any task if a training algorithm is applied. While historically
the concept of ML can be tracked back from the ’50s [3], [4],
just in recent decades the concept has started to attract more and
more interest [5], thanks to the improvement of the mathematical
approaches (such as back-propagation [6]), and computation
capabilities, that allowed to run complex ML algorithms.

To implement ML applications, several algorithms and cir-
cuits have been proposed [7]. One approach relies on mimicking
the human brain structure, which has led to several implemen-
tations, where Neural Networks (NNs) have become the most
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Fig. 1.  Breaking down of a Fully-Connected Neural Network. (a) Example of a NN having one hidden layer. (b) Every single neuron receives the input signals
from all the previous layer neurons, scaled by a factor w, performing their summation and passing through an activation function. (c) This single neuron can be
generalized by including the whole layer, employing a matrix representation.

consumption and latency [18]. For these reasons, research has
started to look for novel technologies that can provide a better
hardware accelerator for NNs. Optics (and photonics) have been
raised as an alternative approach for hardware implementation
of NN, thanks to its speed-of-light latency and low energy
consumption [19], [20], [21], [22], [23]. Moreover, Silicon
Photonics has started to become a reliable and diffuse technol-
ogy, allowing the implementation of Photonic Neural Network
(PNN) hardware accelerator at the chip scale, to better fit the
needs of final users
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ASIC can be found in many companies, such as Nvidia, Intel,
and Tesla
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Fig. 3. Scaling comparison between the original Reck scheme [66], and the
one proposed by Feng etal. [72], that uses pruning to reduce the connections [33].

two unitary matrices is N(N — 1), where N is the number of
inputs, resulting in a scaling law of O(N?). In particular, for
each MZI 2 phase controls are needed (one for one input, and
one for one of the arms). By pruning, the MZI required can
be reduced to Nlog2(N), under certain conditions, resulting in
an important reduction of the controllers needed, as shown in
Fig. 3. However, to use the scheme proposed by Feng et al., the
number of inputs should be a power of 2, or the optical power
unbalanced must be addressed with more MZIs.

Some of the downsides of the approach using MZI mesh
can be identified in the single MZI element. For example, MZI
requires precise control of the phase of each path, making the
phase actuator a key element in the performances, as well as
being sensitive to the fabrication variability on each waveguide.
Several groups analyzed the actual errors and noise due to the
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TABLE |
SCALING COMPARISON OF VARIOUS APPROACHES TO PERFORMING MVM AND MAC OPERATIONS USING PHOTONIC CHIP-BASED COMPONENTS. N = SIZE OF
INPUT VECTOR; M = SizE OUTPUT VECTOR; P-RAM = PHOTONIC RANDOM ACCESS MEMORY, ALLOWING FOR ZERO-STATIC POWER CONSUMPTION, ONCE THE
WEIGHTS ARE SET
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Fig. 5.  Circuits and architectures implementing the activation function on-chip. (a) Ashtian et al. show a full O/E/O domain change to pilot a MRR as no
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the potential to leverage on the different types of material that
can be used, limited by the compatibility with the SiPh CMOS
process. The main drawback can be identified in the scaling
limitations: since the input power must meet a certain criteria to
activate the nonlinear function (mW-level) and the propagation
is still affected by dB/cm losses, a large NN with several con-
secutive layers, or a high loss PIC would not be suitable for this
approach, unless other adjustments (like on-chip amplification
stage) would be adopted.

C. Light Splitting and Detection

Another approach has been used by Moayedi et al. [103], and
Bandyopadhyay et al. [73], shown respectively in Fig. 5(c)—(e).
In this case, the linear part of the NN is based on the MZI mesh,
and the nonlinear function is activated by just part of the light
power of the output waveguide (splitting), which is detected and
the signal used to modulate the amplitude of the remaining part
of the optical signal. This allows feeding the whole network with
the same optical input signals, reducing the need to have more
lasers or input couplers. However, the network will add layers of
modulation on top of each other, making the same scheme more
sensitive to noise and not directly suitable for WDM expansions.
Following the same approach, Xu et al. [114] propose a similar
scheme. In this case the NL part is implemented using a MZI,
where one of the arm is controlled by a optical memory-based
feedback circuit, using a PCM material as nonvolatile element.
The light-splitting-and-detection has some clear advantages as
the modulation is directly on the same optical signal, with a
clear advantage in terms of speed and latency. However, the tap
requiresanelectrical circuit capable of reading low currents from
the photodetectors and translate into proper signals, limiting
the actual bandwidth to few GHz, and posing limitation in the
energy consumption as well, determine by the Transimpedance
amplifiers (TIA). Moreover, the continuous splitting layer after
layer increases the insertion loss of the overall photonic circuit,
putting more pressure on the performances of the latter activation
functions in terms of minimum optical power detection.

In all cases, the activation function is encoded at the hardware
level, resulting in a fixed size of the number of inputs, layers, and
outputs, and so fixing the scalability and limiting parallelization.
Schemes that can be used to subdivide the matrix into smaller
ones to fit large MVM on smaller hardware cannot be used
with hardware activation functions, as the nonlinear function
is applied a-priori, and so it does not allow for a temporal
multiplexing summation. By so, the research may investigate
schemes that allow an actual flexible implementation of the
nonlinear function, by exploiting more programmable photonic
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steps will focus on inter-chip communications, as well as
intra-chip ones.

e Domain Crossings: Photonic-based tensor core processors
are analog in nature and hence may require digital to
analog and vise versadomain crossings. Above 5 GHz baud
rates and 8-bit resolution DACs and ADCs become quite
expensive to operate [55]. If the PTC application allows
processing data in the optical domain (from an optical
input, such as for intra data-center, for example), then a
photonic P1C-based DAC would be beneficial [125]. This
could include also energy harvesting, such as recapturing
optical nonlinearities [126], nanoscale RF antennas or solar
cells [127].

e Architectures: Asseen, several architectures have been pro-
posed and demonstrated. While a clear winner is still to be
found, all of them can push towards several improvements
to further expand their performances [23]. On one side,
parallelization exploiting other degrees of freedom can fur-
ther push the performances. On the other side, techniques
such as pruning or others can be implemented on-chip as
well, making room for improvements in the overall system.
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